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Quantitative analysis of dinuclear manganese(II) EPR spectra
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Abstract

A quantitative method for the analysis of EPR spectra from dinuclear Mn(II) complexes is presented. The complex

[(Me3TACN)2Mn(II)2(l-OAc)3]BPh4 (1) (Me3TACN¼N , N 0,N 00-trimethyl-1,4,7-triazacyclononane; OAc¼ acetate1�; BPh4 ¼ tet-

raphenylborate1�) was studied with EPR spectroscopy at X- and Q-band frequencies, for both perpendicular and parallel polar-

izations of the microwave field, and with variable temperature (2–50K). Complex 1 is an antiferromagnetically coupled dimer which

shows signals from all excited spin manifolds, S ¼ 1 to 5. The spectra were simulated with diagonalization of the full spin Ham-

iltonian which includes the Zeeman and zero-field splittings of the individual manganese sites within the dimer, the exchange and

dipolar coupling between the two manganese sites of the dimer, and the nuclear hyperfine coupling for each manganese ion. All

possible transitions for all spin manifolds were simulated, with the intensities determined from the calculated probability of each

transition. In addition, the non-uniform broadening of all resonances was quantitatively predicted using a lineshape model based on

D- and r-strain. As the temperature is increased from 2K, an 11-line hyperfine pattern characteristic of dinuclear Mn(II) is first

observed from the S ¼ 3 manifold. D- and r-strain are the dominate broadening effects that determine where the hyperfine pattern

will be resolved. A single unique parameter set was found to simulate all spectra arising for all temperatures, microwave frequencies,

and microwave modes. The simulations are quantitative, allowing for the first time the determination of species concentrations

directly from EPR spectra. Thus, this work describes the first method for the quantitative characterization of EPR spectra of di-

nuclear manganese centers in model complexes and proteins. The exchange coupling parameter J for complex 1 was determined

(J ¼ �1:5� 0:3 cm�1; Hex ¼ �2JS1 � S2Þ and found to be in agreement with a previous determination from magnetization. The

phenomenon of exchange striction was found to be insignificant for 1.

� 2003 Elsevier Inc. All rights reserved.
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1. Introduction1

Dinuclear manganese centers have been identified in

such proteins as catalases [1,2], arginase [3,4], thiosulfate

oxidase [5], dinitrogen reductase regulatory protein [6],

aminopeptidases [7,8] and k protein phosphatase [9]. In

addition, several dimanganese-substituted proteins have
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1 Abbreviations: EPR, electron paramagnetic resonance; EXAFS,

extended X-ray absorption fine structure; Me3TACN, N,N 0,N 00-tri-

methyl-1,4,7-triazacyclononane; OAc, acetate; BPh4, tetraphenylb-

orate1�; DMF¼N,N-dimethylformamide; NEt3, tetraethylamine1þ;

salmp, 2-(bis(salicylideneamino)methyl)phenolate3�; EDTA, ethylene-

diamenetetraacetic acid; ICP, inductively coupled plasma.
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also been prepared, such as ribonucleotide reductase

[10,11], phosphotriesterase [12], concanavallin A [13],

and various enolases [14], in attempts to model struc-

tural or functional properties, or to probe the active site

with a spectroscopically active metal. The two manga-

nese ions are usually bridged by one or more carboxyl-

ate groups from the protein, and/or water or hydroxide.
The remainder of the manganese coordination is O- or

N-donors from protein residues and water. All these

proteins, with the exception of catalase, are found to be

stable and function with specifically the divalent state of

both manganese ions. Manganese catalases have four

accessible oxidation states, and the active state of the

protein is believed to cycle between the Mn2(II,II) and

Mn2(III,III) oxidation states [15–19].

mail to: hendrich@andrew.cmu.edu
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The two main spectroscopic tools used for the char-
acterization of manganese proteins are EPR and EX-

AFS spectroscopies. Dinuclear Mn(II) centers are often

identified by observation of a characteristic 11-line hy-

perfine pattern in EPR spectra. However, the origin of

the pattern is uncertain and it is not observed for all

dinuclear Mn centers. EPR spectroscopic characteriza-

tion of dimanganese clusters has long relied on a qual-

itative understanding of the positions of a few
resonances from what is typically an exceedingly com-

plicated spectrum. Consequently, although much has

been learned from such studies, proof of correct spectral

assignment and the ability to determine species con-

centrations has not been possible. Characterization of

Mn clusters with higher nuclearity, such as the oxygen

evolving Mn cluster of photosystem II, also relies on

EPR spectroscopy to identify properties of the clusters.
While systems with Mn nuclearity greater than 2 are

outside of the scope of the present work, a quantitative

treatment of mono- and dinuclear Mn centers is also an

important step for an understanding of more compli-

cated systems.

The first manganese dimers to be studied by EPR

spectroscopy were pairs produced as substitutional im-

purities in various diamagnetic host lattices [20–23].
These magnetically dilute single crystal systems allowed

for the observation of distinct lines arising from each of

the many transitions. The number and positions of these

lines changed for various orientations of the crystals

relative to the external magnetic field. Exchange cou-

pling constants were determined through studies of the

temperature dependence of the signals. Zero-field split-

tings and dipolar coupling parameters could be uniquely
determined from the field positions of the resonances

observed at various spectrometer frequencies [24]. One

such study provided a simulation of the observed spec-

trum, in which each spin manifold was considered to

have an independent set of zero-field splitting parame-

ters [21]. Although much more information can be de-

rived from spectroscopy of single crystals, magnetically

dilute crystals are not readily available and thus studies
of powders or frozen solutions are much more common.

The spectra arising from manganese dimers in solu-

tion are much more difficult to interpret than those of

single crystals, owing to the random distribution of

molecular orientations. Spectra have been identified as

arising from dimer systems by their dissimilarity to the

spectra of monomeric analogues [25], their similarity to

other dimer spectra [26], or more definitively, by their
characteristic 11-line hyperfine pattern with a splitting of

4.0–4.7mT [27–31]. More detailed studies of Mn(II)

dimer EPR spectra have attempted to deconvolute the

experimental spectra at low temperatures into two base

spectra arising from the S ¼ 1 and 2 spin manifolds

using single-valued decomposition [32,33]. The temper-

ature dependence of the base spectra has been used to
determine the exchange coupling parameter J . The base
spectra have also been used to determine the effective D-
value of one spin manifold, usually believed to be S ¼ 2,

by comparisons of some of the experimentally observed

spectral line positions to those predicted theoretically.

Early attempts at simulation of spectra of manganese

dimers in solution have yielded approximate agreement

to a limited part of the experimental data [34]. More

recently, the S ¼ 2 manifold of a synthetic manganese
dimer was simulated with the inclusion of hyperfine

splittings [35]. These early simulation attempts have

generally focused on line positions of the S ¼ 1 or 2 spin

manifolds and assumed axial symmetry. Although in

some cases transition probabilities have been calculated,

a quantitative match to spectral intensities has not been

attempted and the treatment of lineshapes is phenome-

nological.
Synthetic model systems are more easily character-

ized than protein active sites and are helpful in under-

standing the active sites of proteins. Many synthetic

complexes which model aspects of the protein metal sites

have also been characterized in various oxidation states

[36–38]. Complex 1 studied here is a Mn(II) dimer in

which the two manganese centers are antiferromagneti-

cally exchange coupled through three bridging acetate
groups. The remainder of the metal coordination

is composed of nitrogen donors from the tridentate

ligand N , N 0, N 00-trimethyl-1,4,7-triazacyclononane

(Me3TACN), thus providing donor atoms similar to

those found in proteins. The Mn(II) dimer complex has

been characterized by X-ray crystallography [38,39] and

possesses approximate D3h symmetry, with a C3-axis

along the Mn–Mn vector and a mirror plane relating the
two halves of the dimer to each other.

The exchange coupling between the Mn(II) ions was

previously determined by magnetometry to be

J ¼ �1:7ð1Þcm�1 ðHex ¼ �2JS1 � S2Þ. Thus, this com-
plex is well suited for a proof of principle in the quan-

titative characterization of dinuclear Mn(II) complexes

with EPR spectroscopy.

Low temperature EPR spectra and accompanying

simulations of a second synthetic Mn(II) dimer complex

2 are also presented. This dimer has two phenoxide

bridges and terminal oxygen and nitrogen ligation from

its two Schiff base chelating ligands, 2-(bis(salicylide-
neamino)methyl)phenolate3� (salmp).

In recent work, we have demonstrated the ability to

quantitatively analyze spectra of mononuclear Mn(II)



Fig. 1. Definition of the principle axis systems for the Mn sites of the

orientations of the dipolar vector (r) and magnetic field (B).

A.P. Golombek, M.P. Hendrich / Journal of Magnetic Resonance 165 (2003) 33–48 35
proteins [11]. Here, we present advances in spectral
analysis using new simulation software which for the

first time enables a quantitative treatment of the EPR

spectra of Mn(II) dimers through the simulation of their

spectra using a single unique parameter set. The ap-

proach uses data from two microwave frequencies,

various temperatures, and two polarization directions of

the microwave magnetic field to determine a unique spin

Hamiltonian which simultaneously fits all the EPR
spectra obtained under these various conditions. The

simulations treat all aspects of the spectra with a

quantitative physical model. From a single parameter

set, all resonance positions and signal intensities are

determined, and all linewidths are determined from

molecular parameters rather than phenomenological

parameters. Importantly, this now allows the determi-

nation of the concentration of species in a sample.
The task of assigning spectral features is simpler at

higher microwave frequencies where hm � D. However,

the ability to analyze more complicated X-band (9GHz)

data is important for various reasons: (1) most instru-

ments available to researchers are X-band spectrome-

ters; (2) signal sensitivity is significantly better at lower

frequency and detection of protein signals is difficult at

and above Q-band (35GHz) frequencies; and (3) mul-
tiple frequencies provide additional information and

extra constraints to ensure that a unique parameter set is

determined.
2. Analysis of experimental spectra

The EPR spectra of a coupled dimer system can be
described with the spin Hamiltonian [40]:

H ¼ �2JS1 � S2 þ Hdip þ H1 þ H2; ð1Þ
where J is the isotropic exchange coupling constant for
coupling between the two Mn(II) ions of the dimer, Hdip

is the dipolar interaction between the two Mn(II) spin

centers, and Hi (i ¼ 1; 2) are the spin Hamiltonians

corresponding to each individual Mn(II) ion. The di-

polar spin–spin Hamiltonian is

Hdip ¼
l0

4p
b2 ðS1 � g1Þ � ðS2 � g2Þ

r3

�

� 3ðS1 � g1 � sÞðS2 � g2 � rÞ
r5

�

¼ S1 �D12 � S2; ð2Þ

where r is the internuclear vector between the two man-

ganese ions as defined in Fig. 1. The dipolar term is cal-

culated using the distance between the two manganese

centers (r) and the dipolar angles (hr;/r) between the
coordinate systems of the Mn(II) atoms. The dipolar

expression can be written in an equivalent tensor form

where the components of D12 are obtained from Eq. (2)

[41]. The spinHamiltonians of theMn(II) spin centers are
Hi ¼ bB � gi � Si þ Si �Di � Si þ Si � Ai � Ii; i ¼ 1; 2; ð3Þ
where gi, Di, and Ai are the electronic Zeeman, zero-field

splitting, and nuclear hyperfine tensors, respectively, for

each manganese ion with electronic spin Si. For Mn(II)

dimers, the electron and nuclear spin of each Mn(II) ion

is Si ¼ 5=2 and Ii ¼ 5=2, respectively.
Mn(II) ions have a singlet orbital ground state (6A),

with the first excited orbital state (4T) more than

10,000 cm�1 above the ground state. Consequently, the

zero-field energies of Mn(II) ions are generally small,

Di < 0:1cm�1 [42,43]. For manganese dimeric com-

plexes, the bridging atoms typically give a Mn–Mn ex-

change interaction which is significantly larger than

0.1 cm�1. In this strong exchange regime, the isotropic

exchange coupling energy is much larger than the elec-
tronic Zeeman energy ðjJ j � gbBÞ and the zero-field

splitting ðjJ j � DiÞ. The dimer system may then be re-

garded as a ladder of isolated spin manifolds. These spin

manifolds have total spin quantum numbers of

S ¼ 0; 1; 2; 3; 4, and 5, each with a degeneracy of

(2S þ 1). The separation between the spin manifolds is

much larger than the microwave energy (hm) at X- and

Q-band frequencies and no transitions are observable
between spin manifolds. The individual spin manifolds

can be considered independently and their correspond-

ing spectra can be simulated using a spin Hamiltonian

for each individual spin manifold given by [44]

HS ¼ bB � gS � Sþ S �DS � Sþ I � AS � S; ð4Þ
where gS, DS, and AS are the electronic Zeeman, zero-

field splitting, and nuclear hyperfine tensors, respec-

tively, of the spin manifolds of the coupled system, and

S is the spin operator of the coupled spin manifolds. The
parameters of the coupled spin system can be expressed
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as linear combinations of the parameters of the indi-
vidual spin centers. For the manganese dimer systems

studied here these relationships are:

gS ¼
1

2
g1 þ

1

2
g2; ð5Þ

DS ¼ d1D1 þ d2D2 þ d12D12; ð6Þ

AMni
S ¼ 1

2
AMni ; ð7Þ

where the coefficients d1, d2, and d12 are specific to the

particular spin manifold and have been tabulated else-

where [44]. For Mn(II) ions, the contributions from

spin–orbit coupling to the gi-tensor and hyperfine tensor

are small, thus we will assume that both tensors gi and Ai

are isotropic and gi ¼ 2:0. In the complex studied here,

the two manganese centers of the dimer have identical

ligation. The coordination geometry of one manganese
ion is related to the other by a mirror plane, thus, we

assume g1 ¼ g2 ¼ 2:0, A1 ¼ A2, and D1 ¼ D2.

The simulations are calculated by diagonalizing the

spin Hamiltonian of Eq. (4) for each spin manifold in

accordance with Eqs. (5)–(7). This significantly reduces

the calculation time; however, the slower full diagonal-

ization of Eq. (1) is also performed as a check of the

results. The nuclear hyperfine interaction is treated with
second-order perturbation theory. The powder line-

shape of a specified doublet is generated for a uniform

spherical distribution of the magnetic-field vector B. For

reviews of powder lineshape simulations for EPR spec-

troscopy see references [40,45]. The simulations for all

significantly populated spin manifolds S include all

possible transitions for hB, /B spanning a hemisphere

(see Fig. 1). The intensities are calculated from the
square of the transition moment using the eigenfunc-

tions given by the diagonalization. The simulations are

generated on a 1GHz PC compatible computer.

We will show that the spectral lineshapes are deter-

mined by a combination of D-strain, r-strain, and

unresolved hyperfine splittings. Small variations in me-

tal–ligand coordination may result in a distribution of

orbital energy levels, and in turn, a distribution in the
zero-field splittings, referred to as D-strain [46]. Varia-

tion in the metal–metal distance (r) results from similar

disorder in the molecular structure, and the consequent

variation of the magnetic dipole–dipole energy between

Mn(II) ions causes a distribution in spin energies. This is

referred to as r-strain and will affect spectra differently

than D-strain. We assume that these parameter varia-

tions can be modeled with a Gaussian distribution in the
parameters D, E=D, and r, specified as one standard

deviation, rD, rE=D, and rr, respectively. A residual

linewidth of rB in the magnetic field is also specified to

account for other unspecified lineshape determinants

such as unresolved hyperfine from coordinated nitrogen

to Mn(II). Gaussian spin-packets with linewidths
determined in relation to these linewidth parameters
(rD, rE=D, rr, and rB) and properly normalized for field-

swept experimental spectra are folded into the spectrum

at each resonance position. Our treatment of the line-

shape is based on the physical description of the spin

system given by Eq. (1), using molecular linewidth pa-

rameters, rather than on the common practice of phe-

nomenological linewidths in the magnetic field.

The simulations are generated with careful consider-
ation of all intensity factors, both theoretical and in-

strumental, to allow direct scaling of spectra to sample

concentrations. The only unknown variable relating spin

concentration to signal intensity is an instrumental fac-

tor that depends on the microwave detection system.

However, this factor is determined by a spin standard,

CuEDTA, for which the copper concentration was ac-

curately determined by ICP spectroscopy.
A least squares fitting routine was used to simulta-

neously match up to four spectra recorded under various

conditions, while varying one or more of the spectral

parameters within a specified range of reasonable values.

The approach to simulating the observed EPR signals

began with achieving correct simulations of spectra at

low temperature from the S ¼ 1 manifold at both fre-

quencies and polarizations of the magnetic field. Com-
plexity was added by then including higher excited states

into the data fit, thus narrowing the possible solutions.

Both perpendicular and parallel mode spectra from the

X- and Q-band frequencies were fit in order to simulta-

neously fit multiple features in all of these spectra. The

best possible parameter sets from these simulations were

used as starting points to match features of higher excited

spin manifold spectra. More complicated spectra re-
corded at higher temperatures in which multiple excited

spin manifolds were populated were added to the set used

by the fitting routine until a good match was found to all

excited spin manifolds in both parallel and perpendicular

modes, and at both X- and Q-band frequencies.

The parameter DMn was varied over the range 0.01–

10 cm�1, EMn=DMn was allowed to vary over the full

range, and the dipolar angles were allowed to vary over
the entire range of angular space. The distribution pa-

rameters rDMn
and rEMn=DMn

were linked to their parent

parameters and allowed to vary over a range of one-

quarter to one-half the values of DMn and EMn=DMn,

respectively. Thus, an exhaustive range of parameter

space was explored to arrive at the unique solutions

described in Section 4.
3. Experimental methods

The complex [(CH3)3triazacyclononane)2Mn(II)2(l-
CH3CO2)3](BPh4) (1) was generously donated by Dr.

Karl Wieghardt and Dr. Thomas Weyherm€uuller and

prepared as described elsewhere [39]. The complex was



Fig. 2. Variable temperature, perpendicular mode, Q-band EPR

spectra (solid lines) and simulations (dashed lines) of a 14mM sample

of [(Me3TACN)2Mn(II)2(l-CH3CO2)3](BPh4) (1) in 50:50

CH3CN:DMF. The simulation parameters are given in Table 1. All

spectra are plotted for normalized instrumental power, gain, and
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provided as crystalline material and EPR samples were
prepared anaerobically in an Ar- or N2-filled glovebox

(Vacuum Atmospheres). Acetonitrile was dried over

CaH2 and degassed prior to introduction to the glove-

box, and anhydrous N ,N -dimethylformamide was ob-

tained in a Sure/Seal bottle under an N2 atmosphere

(Aldrich) and used as received.

X-band EPR spectra were recorded on a Bruker

ESP300 spectrometer equipped with an Oxford ESR910
cryostat for low temperature measurements and a bi-

modal cavity (Bruker ER4116DM) for generation of the

microwave fields parallel ðB1kBÞ and perpendicular

ðB1 ? BÞ to the static field. Q-band EPR spectra were

recorded on a Bruker spectrometer equipped with a low

temperature immersion microwave probe and cryogenic

system of our own construction which allows variable

orientation of B1 with respect to B [47]. The microwave
bridge was modified with placement of a low-noise

20 dB amplifier (Quinstar Technology Inc. QLN3635)

between the circulator and detection diode. For both

instruments, the microwave frequency was calibrated

with a frequency counter and the magnetic field with a

gaussmeter. The sample temperature of the X-band

cryostat was calibrated using a calibrated carbon-glass

resistor (LakeShore CGR-1-1000) placed in an EPR
tube to mimic a sample. The sample temperature in the

Q-band cryostat was determined from calibrated sensors

(carbon-glass, LakeShore CGR-1-1000), positioned

above and below the sample cavity. All microwave data

were recorded with nonsaturating microwave power.

The modulation frequency for all X- and Q-band spec-

tra was 100 kHz, except for Fig. 6d, where 3.1 kHz was

used to improve signal-to-noise.
modulation; relative displayed intensities: (a) 5�; (b) 2�; (c,d) 1�.

EPR conditions: temperatures as listed; frequency, 34.2GHz; power,

0.9 lW (a,b); 0.09mW (c,d); Bmod ¼ 0:3mTpp.
4. Results

4.1. Q-Band EPR Data of [(Me3TACN)2Mn(II)2 (l-
OAc)3]BPh4 (1)

Fig. 2a shows the Q-band spectrum of 1 at 2K (solid

line) for B1 ? B, in which peaks are observed at g ¼ 2:6,
2.3, and 1.8. The six-line hyperfine signal centered at

g ¼ 2:0 originates from a mononuclear Mn(II) impurity.

The relative concentration of this species varies in dif-
ferent sample preparations and is less than 4% of the

dimer concentration. Due to the inverse temperature

dependence of this mononuclear Mn(II) signal, it in-

terferes with the dimer signal only at the lowest tem-

peratures. The spectrum of 1 at 2K for B1kB (Fig. 3a)

shows a derivative signal at g ¼ 4:1. This signal has the
same field position as a low field peak in the perpen-

dicular mode spectrum (data not shown) and will be
shown to arise from the same transition.

At 2K, primarily the ground (S ¼ 0) and first excited

(S ¼ 1) states are populated, with less than 0.1% of the
spin population in the second excited (S ¼ 2) state, for
J ¼ �1:7 � 0:1 cm�1 ðHex ¼ �2JS1 � S2Þ, determined

previously by magnetization [39]. The ground state is

EPR silent, thus the S ¼ 1 state gives rise to the EPR

signals at low temperature observed in both perpendic-

ular and parallel modes. An energy level diagram (Fig. 4)

shows the Q-band EPR transitions when the magnetic

field is oriented along the molecular Z-axis. The S ¼ 1

manifold has three possible transitions, all of which have
significant intensity for various orientations of the

magnetic field.

The assignment of features in these and the following

spectra is based on the simulations (dashed lines) over-

laid on the data. The parameters of the simulations are

given in Table 1. The DMS ¼ �2 transition of the S ¼ 1

manifold, between levels 2–4 in the energy level diagram

(which will be written as 2j4), gives the low-field signal at
g ¼ 4:1 in both perpendicular and parallel modes. This

signal is relatively sharp because its position does not



Fig. 3. Variable temperature, parallel mode, Q-band EPR spectra

(solid lines) and simulations (dashed lines) of a 14mM sample of 1 in

50:50 CH3CN:DMF. The simulation parameters are given in Table 1.

All spectra are plotted for normalized instrumental power, gain, and

modulation; relative displayed intensities: (a,b) 1�; (c) 3�; (d) 20�.

EPR conditions: temperatures as listed; frequency, 34.2GHz; power,

0.009mW (a); 0.09mW (b,c); 0.9mW (d); Bmod ¼ 0:3mTpp.

Fig. 4. The energies and transitions for the lowest three spin manifolds

of 1 using the parameters given in Table 1. The magnetic field is along

the Z-axis of the D-tensor (hB ¼ 0�) and the bars are the observed

Q-band EPR transitions.

Table 1

Parameters for the simulation of the EPR spectra of

[(Me3TACN)2Mn(II)2 (l-OAc)3]BPh4 (1) in pure DMF or pure

CH3CN
a

Parameter DMF CH3CN

DMn (cm�1) �0.0263 0.018 (�0.029)

rDMn
(cm�1) 0.01315 0.007

EMn=DMn 0.1043 0.737 (0.082)

rEMn=DMn
0.05215 0.290

r (�AA) 4.034 4.034

rr (�AA) 0.09 0

h (�) 33 86 (40)

/ (�) 71 130 (6)

g 2 2

A (MHz) 250 250

J (cm�1) �1.5 �1.7

rB (mT) 1 10

a The parameters are listed as derived from the actual simulations.

The conversion to the conventional reference frame where 0 < E=D
< 1=3 is given in parentheses when applicable. The parameters for pure

DMF and 50/50 DMF/CH3CN are the same.
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significantly depend on the orientation of the magnetic

field. The signals at g ¼ ð2:6; 1:8Þ and 2.3 are from the

two DMS ¼ �1 transitions, 2j3 and 3j4, respectively, and
are highly dependent on the orientation of the magnetic
field.

Raising the temperature to 4K causes noticeable

changes in the EPR spectrum as the S ¼ 2 manifold

becomes populated, giving rise to a peak in the per-

pendicular mode spectrum at g ¼ 2:1 (Fig. 2b). A sec-

ond peak centered at g ¼ 1:96 is partially obscured by

the free Mn(II) signal at g ¼ 2 while a third signal at

g ¼ 1:8 contributes to that already seen from the S ¼ 1
manifold at the same field position. The DMS ¼ �2

transitions of the S ¼ 2 manifold are only weakly al-

lowed and contribute little intensity to the spectra in

both perpendicular and parallel modes. These signals

are at the same approximate resonance field as the 2j4
transition of the S ¼ 1 manifold but have much less

intensity and so are not discernable. Thus, the parallel

mode spectrum shown in Fig. 3b has not changed sig-
nificantly from that seen at 2K. Although the S ¼ 3
manifold has less than 1% of the total spin population,

the relative intensity of its signal is sufficiently large as to

contribute hyperfine lines near g ¼ 2 as discussed next.

Upon significant population of the S ¼ 3 spin mani-

fold at 10K (Figs. 2c and 3c), intense hyperfine patterns
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appear in the EPR spectra. The most prominent in the
perpendicular mode spectrum is an 11-line pattern with

spacings of approximately 4.6mT centered at g ¼ 1:97
which is matched by the simulation as shown in the inset

of Fig. 2. This feature arises from a single transition

within the S ¼ 3 manifold (12j13), while the hyperfine

lines of the other DMS ¼ �1 transitions are almost

completely unresolved. The other features of the spec-

trum at g ¼ 2:2, 2.1, and 1.8 have contributions from
the S ¼ 1, 2, and 3 spin manifolds. The more intense

features of the S ¼ 2 spectrum at g ¼ 2:08 and 1.96 arise

from the more isotropic transitions 6j7 and 7j8. The

anisotropic transitions 5j6 and 8j9 produce the smaller

peaks in the EPR spectrum.

A hyperfine pattern can also be observed in the par-

allel mode arising from the S ¼ 3 manifold, which has a

transition overlapping the DMS ¼ �2 transitions of the
other spin manifolds at g ¼ 4:08 (Fig. 3c). This hyper-

fine pattern also arises from a single DMS ¼ �2 transi-

tion (12j14) within the S ¼ 3 manifold, while the other

DMS ¼ �2 transitions give rise to more broadened peaks

such as those at g ¼ 4:7 and 3.5. This hyperfine pattern

is only resolved in parallel mode, and specifically not
Fig. 5. Simulationsof the individual spinmanifoldsS ¼ 1 to5of complex

1 for B1 ? B, T ¼ 50K, frequency¼ 34.2GHz. Simulation parameters

are from Table 1. The relative displayed intensities are: (a) 50�; (b) 5�;

(c–e) 1�. See text in Section 5.1 for explanation of dashed lines.
resolved for the corresponding peak in the perpendicular
mode spectrum.

The spectra of dinuclear manganese complexes be-

come very complicated at higher temperatures because

of overlapping signals from the S ¼ 2 to 5 manifolds. To

identify signals and their corresponding spin manifolds,

Fig. 5 shows individual simulations of spectra for each

of the five excited spin manifolds. As temperature is

increased, the features which grow in from higher ex-
cited spin manifolds are not easily distinguishable.

Fig. 2d shows the perpendicular mode spectrum of 1 at

50K, which is centered around the hyperfine patterns at

g ¼ 2:00. The DMS ¼ �2 signal from S ¼ 1 is over-

whelmed by signals from more intense DMS ¼ �1 tran-

sitions of the higher spin manifolds. With all the excited

spin manifolds (S ¼ 1 to 5) populated at this tempera-

ture, the resultant spectrum has features which are less
sharply defined. The highest three excited spin manifolds

have spectral features in similar field positions (Fig. 5),
Fig. 6. Variable temperature perpendicular (a, c, and d) and parallel (b)

mode Q-band EPR spectra (solid lines) and simulations (dashed lines)

of a 21.3mM sample of 1 in CH3CN. The simulation parameters are

given in Table 1. All spectra are plotted for normalized instrumental

power, gain, and modulation; relative displayed intensities: (a–c) 1�;

(d) 0.05�. EPR conditions: temperatures as listed; frequency,

34.2GHz; power, 0.09mW (a,b); 0.009mW (c,d); Bmod ¼ 0:1mTpp at

100 kHz (a–c) or 0.4mTpp at 3.1 kHz (d).



Fig. 7. Variable temperature, perpendicular mode, X-band EPR

spectra (solid lines) and simulations (dashed lines) of an 11.5mM

sample of 1 in 50:50 CH3CN:DMF. The simulation parameters are

given in Table 1. Relative displayed intensities: (a,b) 1�, (c) 2�, (d) 3�;

EPR conditions: temperatures as listed; frequency, 9.62GHz; power,

0.02mW (a,b); 0.2mW (c); 2mW (d); Bmod ¼ 0:6mTpp.

40 A.P. Golombek, M.P. Hendrich / Journal of Magnetic Resonance 165 (2003) 33–48
centered at g ¼ 2 with smaller, poorly resolved peaks
(except hyperfine) extending out in either direction. The

S ¼ 3, 4, and 5 manifolds each display one 11-line hy-

perfine pattern from one transition, but the position of

the pattern depends on the spin state. The sum produces

a spectrum which is dominated by those three spin

manifolds, whose overlapping features produce a sig-

nificantly broadened spectrum.

In the parallel mode, with increased temperature
(Fig. 3d), the hyperfine pattern becomes more clearly

defined as the 2j4 transition no longer dominates the

spectrum, which can be seen more clearly in the inset to

Fig. 3. Again, the signals observed at high temperature

result from overlapping features of the highest excited

spin manifolds. In the parallel mode, the DMS ¼ �2

transitions are the origin of these overlapping features of

the spectrum.
The sharp hyperfine patterns shown thus far are visi-

ble in samples prepared in neat DMF or DMF/acetoni-

trile mixtures. The observation of hyperfine also depends

on the rate of freezing of the samples. Samples of 1 in

DMF, frozen by plunging the EPR tube in to liquid ni-

trogen gave resolved hyperfine. Independent of the rate

of freezing, samples prepared in neat acetonitrile (Fig. 6)

show no Mn(II) dimer hyperfine patterns at any tem-
perature. No change in lineshape was observed after a

10-fold sample dilution. The six-line hyperfine signal at

g ¼ 2 is from a mononuclear Mn(II) impurity of <4%.

Analysis of the spectra reveal that the molecular pa-

rameters are slightly changed in acetonitrile, as deter-

mined by the simulations overlaid on the data (dashed

lines) and the parameters given in Table 1. We expect

that different solvent interactions could result in subtle
changes inD, J , and r. For the simulations, the value of r
was fixed at the crystallographic Mn–Mn distance. The

change in molecular parameters is most apparent from

the low temperature spectrum (Fig. 6a) in which the

signals arising from the two DMS ¼ �1 transitions now

overlap at g ¼ 2:5. For 1 in DMF, these transitions had

g-values of 2.6 and 2.3 (Fig. 2a). Raising the temperature

to 4K (Fig. 6c) and then 50K (Fig. 6d) causes new sig-
nals to appear in the spectrum from the higher excited

spin manifolds, but none of these show any sign of

Mn(II) dimer hyperfine. The parallel mode spectrum

(Fig. 6b) shows only the signal from the 2j4 transition at

g ¼ 4:1 which diminishes with increased temperature

and shows no hyperfine lines. The loss of hyperfine res-

olution is not due to the small change in zero-field pa-

rameters, but can be attributed to an intermolecular
interaction for 1 in (CH3CN) (see Section 5).

4.2. X-Band EPR data of [(Me3TACN)2Mn(II)2(l-
OAc)3]BPh4 (1)

Figs. 7 and 8 show perpendicular and parallel mode

X-band EPR spectra (solid lines) and simulations
(dashed lines) of 1 at various temperatures. X-band
spectra of solid samples of 1 show similar but broader

features without resolved hyperfine. The broadening is

presumably due to intermolecular interactions and thus

we have not analyzed the solid data in detail.

The simulations of the X-band spectra use the same

parameter set as for Q-band, given in Table 1. To

demonstrate which features grow in with increasing

temperature, the simulations of each individual spin
manifold are shown in Fig. 9 for both B1 ? B and B1kB.
Fig. 7a shows the spectrum at 2K for B1 ? B, in which

the prominent feature is a large resonance extending

towards zero field with a zero-crossing at g ¼ 7:9. This
signal arises from the 2j4 transition of the S ¼ 1 mani-

fold. The six-line hyperfine signal is due to the same

mononuclear Mn(II) impurity seen in the Q-band

spectra. The DMS ¼ 1 transitions, 2j3 and 3j4, observed
in the Q-band spectrum, are so broadened at X-band

that no significant features are observed. Fig. 8a shows

the spectrum at 2K for B1kB, containing one large peak



Fig. 8. Variable temperature, parallel mode, X-band EPR spectra

(solid lines), and simulations (dashed lines) of an 11.5mM sample of 1

in 50:50 CH3CN:DMF. The simulation parameters are given in Table

1. Relative displayed intensities: (a–d) 1�; EPR conditions: tempera-

tures as listed; frequency, 9.27GHz; power, 0.002mW (a–c); 0.2mW

(d); Bmod ¼ 0:6mTpp.

Fig. 9. Simulations of the individual spin manifolds S ¼ 1 to 5 of

complex 1 (a–e) for B1 ? B (9.62GHz) and (f–j) for B1kB, (9.27GHz);

T ¼ 26 K. Simulation parameters are from Table 1. The relative dis-

played intensities are: (a) 10�; (b) 3�; (c–e) 1�; (f,g,i,j) 50�; (h) 25�.
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extending towards zero field with a zero-crossing at

g ¼ 8:6. As in the Q-band spectra, this feature has the

same field position and lineshape as its perpendicular

mode complement and also arises from the 2j4 transition
of S ¼ 1.

The lineshape of the low field (B < 150mT, g > 4:5)
transition at X-band in both perpendicular and parallel

modes becomes distorted relative to that predicted by

the simulations and the line position is slightly off. A

similar line distortion has been observed previously for

Fe(II) complexes and proteins [48]. The distortion of the

signal lineshape is observed only near low field and is

not due to unresolved hyperfine. We suspect that the
distribution in the zero-field parameters may not be

accurately modeled as a Gaussian distribution, but is

perhaps skewed. Skewed distributions of zero-field pa-

rameters have been invoked previously for Fe3þ of

myoglobin [46d]. In the low-field region, the resonance

position is highly dependent on the zero-field splitting

and thus deviations from a Gaussian distribution would

be more evident. These same transitions are accurately
simulated in the Q-band spectra where the resonance

occurs at a higher magnetic field.

At 2K, the other features in the B1 ? B spectrum

(Fig. 7a) between g ¼ 2:4 and 1.5 are from the S ¼ 2

manifold. Upon increasing the temperature to 4K
(Fig. 7b), the signals from the S ¼ 2 manifold are more

apparent, since the Mn(II) impurity signal has lower

relative intensity. Unlike the signals arising from the

S ¼ 1 spin manifold, those visible from the S ¼ 2 spin

manifold originate predominantly from DMS ¼ �1

transitions. Similar to what was observed at Q-band,

there are almost no discernable changes in the parallel

mode spectrum upon raising the temperature from 2 to
4K (Fig. 8b).

At a temperature of 10K, the S ¼ 3 manifold con-

tains 10% of the spins and new resonances are observed

for both B1 ? B (Fig. 7c) and B1kB (Fig. 8c). Most

prominent is the 11-line hyperfine pattern (4.6mT

spacing) which can be seen more clearly in the inset of

Fig. 7 centered at g ¼ 1:96. As in the Q-band spectrum,

this hyperfine pattern results from a single DMS ¼ �1
transition (12j13), while the hyperfine lines of the other

five DMS ¼ �1 transitions are unresolved. These five



Fig. 10. Signal intensity times temperature as a function of temperature

for complex 1, for the signals at g ¼ 4:1 (Q, B1 ? B) and g ¼ 7:9 (X,

B1 ? B) (squares), and for the hyperfine signals at g ¼ 4:1 (Q, B1kB)
and g ¼ 1:96 (X, B1 ? B) (triangles). The theoretical curves are the

populations of the six spin manifolds of a Mn(II) dimer for

J ¼ �1:5 cm�1. The curves for the S ¼ 1 and 3 manifolds (thick lines)

align with the experimental data.
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DMS ¼ �1 transitions contribute predominantly to the
peaks at g ¼ 3:0 and 1.5. As the temperature is in-

creased, the perpendicular mode 2j4 transition gradually

disappears with the depopulation of the S ¼ 1 spin

manifold. Consequently, the DMS ¼ �2 transitions of

the higher spin manifolds, which exhibit some hyperfine

at g ¼ 5:8, become more apparent in the spectrum. In

the parallel mode spectrum (Fig. 8c) an 11-line hyperfine

pattern at g ¼ 4:5 can be seen quite clearly in the spec-
trum at 10K. Again, as in the Q-band spectrum, this

pattern arises from a single one of the four DMS ¼ �2

transitions (12j14) while the other transitions are unre-

solved.

At higher temperature, the spectral features become

more broad and less well-defined due to population of

the excited spin manifolds up to S ¼ 5. The higher spin

manifolds all have features in approximately the same
field positions, clustering about g ¼ 2, as seen in Fig. 9.

At 54K (Fig. 7d), the majority of the spectral intensity is

centered around g ¼ 2, with smaller peaks and shoul-

ders extending away from this central feature in either

direction. In the parallel mode spectrum, the signal from

the S ¼ 1 spectrum decreases in intensity with increasing

temperature, while other spectral features become

broadened and less well defined. At 50K (Fig. 8d), the
parallel mode EPR spectrum is dominated by the 11-line

hyperfine pattern from the S ¼ 3 manifold, and is

flanked by features at g ¼ 6:6 and 3.1. These features

originate from transitions from the S ¼ 2 to 5 manifolds

as shown in the simulations in Fig. 9. Above 50K, the

relative intensities and the sharpness of individual fea-

tures change, but no new spectral features appear. As

seen previously in the simulations of the Q-band spectra,
the X-band perpendicular and parallel mode spectra of

the various spin manifolds have features which cluster

about a given field position. The splittings of the energy

levels within a given spin manifold are dominated by the

Zeeman term in the Hamiltonian, and so the DMS ¼ �1

transitions which give rise to the perpendicular mode

spectra and the DMS ¼ �2 transitions which give rise to

the parallel mode spectra all cluster about the same re-
spective region of magnetic field.

4.3. Determination of the exchange coupling parameter J

The simulations shown in the above figures all fit the

data quantitatively, consequently, the value of J is de-

termined by the simulations. However, the task of sim-

ulating the spectra is simplified if an approximate value

of J is known. The exchange coupling constant of 1

determined by magnetic susceptibility is J ¼ �1:7�
0:1 cm�1 [39]. Our first simulations attempts were based

on this value, but as the work progressed we found
better simulation fits with J ¼ 1:5 cm�1. Independently,

we also analyzed the temperature variation of the EPR

intensity of four different signals originating from the
S ¼ 1 and 3 manifolds. The S ¼ 1 population was
measured from the DMS ¼ �2 transition of this spin

manifold (2j4). The corresponding EPR signals occur at

g ¼ 4:1 (Q-band, Fig. 6) and g ¼ 7:9 (X-band, Fig. 7).

These signals are sufficiently isolated from other reso-

nances and their intensity as a function of temperature is

shown in Fig. 10 (squares). The S ¼ 3 signal intensity

was measured as the peak-to-peak height of the resolved

hyperfine lines which originate from this spin manifold.
The intensity measurements are shown in Fig. 10 (tri-

angles) for the hyperfine signals at g ¼ 4:1 (Q-band,

Fig. 3) and g ¼ 1:96 (X-band, Fig. 7). Theoretical curves

predicting the Boltzmann populations of each spin

manifold are overlaid on the data, where each curve

represents the total population of all energy levels within

a given spin manifold. Population curves for all the spin

manifolds of this system are included in Fig. 10 for
completeness. From these data, we find an exchange

coupling constant of J ¼ �1:5� 0:3 cm�1. This value of

J is in agreement with that determined by the magneti-

zation studies. The small value of J results in contri-

butions to the EPR spectra from all excited spin

manifolds at temperatures as low as 20K. The simula-

tions of the spectra of 1 in a 50:50, DMF:CH3CN



Fig. 11. (a) X-band perpendicular mode spectra of a 22mM sample of

(NEt3)2[Mn(II)2(salmp)2] (2) in CH3CN at 2K (dotted line) and 6K

(solid line); (b) simulation of the spectrum arising from the S ¼ 2 spin

manifold; Q-band perpendicular mode spectra (solid lines) and simu-

lations (dashed lines) of the same sample at (c) 2K and (d) 7K. The

simulations are derived from simultaneous fits to X- and Q-band data

taken over a range of temperatures. The parameters used for the

simulations are: DMn ¼ 0:040 cm�1; rDMn
¼ 0:012 cm�1; EMn=DMn ¼

0:428; rEMn=DMn
¼ 0:148; r ¼ 3:205�AA; h ¼ 83�: / ¼ 196�; A ¼

250MHz; J ¼ �3:15 cm�1; g ¼ 2; rB ¼ 4mT.
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mixture use J ¼ �1:5 cm�1, while those of the spectra in
neat CH3CN use J ¼ �1:7 cm�1, each of which have

been shown to match the respective experimental data

well. The small change in the value of the exchange

coupling may be due to the solvent-dependent changes

in molecular parameters noted previously.

4.4. EPR spectroscopy of (Et4N)2[Mn(II)2(salmp)2]

(2)

We have also studied the complex (NEt3)2 [Mn(II)2
(salmp)2] (2) (NEt3 ¼ tetraethylamine1þ; salmp¼ 2-

(bis(salicylideneamino)methyl)phenolate3�) in which the
Mn(II) centers of the dimer are bridged by two phen-

oxide oxygen atoms provided by the chelating Schiff

base ligands [38]. The X-band EPR spectra of 2 recorded

at 2K (dotted line) and at 6K (solid line) are shown in

Fig. 11a. The first observable features in the X-band

spectra at low temperature arise not from the S ¼ 1

manifold but from the S ¼ 2 manifold. A simulation of

the S ¼ 2 manifold is shown in Fig. 11b. The feature at
g ¼ 10:6 is from a DMS ¼ �2 transition of S ¼ 2 while

the other spectral features at g ¼ 3:2, 2.4 and 1.8 arise

from DMS ¼ �1 transitions of the S ¼ 2 manifold, as

demonstrated by the simulation. The S ¼ 1 spin mani-

fold of complex 2 is essentially ‘‘EPR silent’’ at X-band

frequencies in both perpendicular and parallel modes.

As a comparison, complex 1 at low temperature shows a

signal at g ¼ 7:9 (Fig. 7a) similar to that of complex 2 at
g ¼ 10:6. While both of these resonances originate from

DMS ¼ �2 transitions, the g ¼ 7:9 signal of 1 is from the

S ¼ 1 manifold, whereas the g ¼ 10:6 signal of 2 is

from the S ¼ 2 manifold. Without careful analysis of

signals, the two signals might be mistaken as originating

from the same spin manifold.

The S ¼ 1 manifold of complex 2 does show signals at

Q-band frequency. At 2K (Fig. 11c, solid line), the
S ¼ 1 manifold has a resonance at g ¼ 5:3 arising from

the DMS ¼ �2 transition (2j4). The same transition also

gives rise to a parallel mode signal (data not shown) at

approximately the same field position as was similarly

observed for complex 1. When the temperature is raised

to 7K (Fig. 11d, solid line), signals from the S ¼ 2

manifold begin to appear in the high field region. The

most prominent features are observed between g ¼ 2:2
and 1.75, and are matched reasonably well by the sim-

ulation (dashed line). The simulation of the DMS ¼ �2

transition (dashed lines) matches the experimental data

less well with increasing temperature. The origin of these

temperature-dependent changes is not due to new sig-

nals from higher spin manifolds. We suspect the com-

plications are due to complex aggregation and

intermolecular effects which cause temperature-depen-
dent broadening of the spectra. At present, these com-

plications have not allowed complete simulation of the

signals.
The exchange coupling parameter for 2 has not been

previously determined. The intensity of the g ¼ 5:3
signal was measured as the peak-to-trough height of

this feature, giving a tentative determination of the

exchange coupling parameter, J ¼ �3:15� 0:25 cm�1.

A temperature-dependent magnetic field shift of the

peak, as well as a temperature-dependent broadening,
complicates this measurement. The determined J -value
was corroborated by measurements of the temperature

dependence of the DMS ¼ �2 transition from the S ¼ 2

manifold of the X-band spectrum, but this signal be-

gins to overlap with others from higher excited spin

manifolds with increasing temperature. Nevertheless, it

is clear that the bis-phenoxide bridge affords an anti-

ferromagnetic exchange interaction between the Mn(II)
ions.
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5. Discussion

Dinuclear Mn(II) centers are often identified by ob-

servation of a characteristic 11-line hyperfine pattern.

However, the origin of the pattern is uncertain and it is

not observed for all dinuclear Mn(II) centers. The origin

of the pattern is important because the intensity of the

hyperfine lines is proportional to the population of the

spin multiplet from which they originate, and a deter-
mination of J from the temperature dependence of this

population is therefore dependent on the spin state as-

signment. In two previous studies of model complexes

and proteins, the lowest multiplet to show the resolved

hyperfine pattern has been assigned to the S ¼ 2 state of

the six spin manifolds, S ¼ 0 to S ¼ 5 [32,35]. For 1, we

find that lowest multiplet to show a resolved hyperfine

pattern is the S ¼ 3 state. The hyperfine lines are not
resolved from the S ¼ 1 and 2 states due to broadening

of the lines by D- and r-strain (see below). As S in-

creases, the effective zero-field splitting of an isolated

multiplet decreases, consequently the effects of D-strain
are diminished and the hyperfine lines are resolved for

S ¼ 3. The D-strain that we observe for 1 is large, but

similar to that observed from Mn(II) substituted ribo-

nucleotide reductase [11], and various Fe(II) complexes
and proteins [48]. Although more work is needed to

extend our findings to other Mn(II) complexes, the

possibility that hyperfine is generally observed only for

SP 3 must be considered.

The triple carboxylate bridge between Mn(II) ions in

1 gives an antiferromagnetic exchange interaction of

J ¼ �1:5 cm�1. Fig. 10 shows that more than one ex-

cited state is populated, even at low temperatures. For 2,
the bis-phenoxo bridge gives an exchange interaction of

�3.2 cm�1, and at temperatures above 7K more than

one excited state is populated. In previous studies of

other dinuclear Mn(II) centers, the X-band EPR signals

at lower temperatures have been assigned to the S ¼ 1

and 2 multiplets. The characterization of complexes with

EPR is usually based on these signals that roughly

clustered around the g ¼ 2 region and originate from the
DMS ¼ �1 transitions of the various spin manifolds.

However, the two complexes studied here demonstrate

that the assignment of these signals to the S ¼ 1 and 2

multiplets is questionable. The X-band spectra of the

complexes studied here do not show significant signals

from the DMS ¼ �1 transitions of the S ¼ 1 state, due to

extreme broadening of the resonances. The first signifi-

cant signals clustered around the g ¼ 2 region for
complexes 1 and 2 in fact originate from the S ¼ 2 and 3

multiplets. Without the benefit of simulations, incorrect

assignments are possible, and consequently, an error in

the determination of J .
In some of these previous studies of Mn(II) centers,

the mathematical method of single-valued decomposi-

tion was utilized to identify the spectra arising from the
S ¼ 1 and 2 states, and from their temperature depen-
dence, arrive at a determination of J [32,33]. There are

three notable difficulties with this method. First, the

transition probabilities tend to increase with the in-

creasing spin multiplicity. Thus, as shown in Figs. 5 and

9, signals arising from higher spin manifolds have

greater relative intensities and tend to dominate even

when populations of these manifolds are relatively low.

Second, the signals from the many transitions of con-
secutive spin manifolds overlap in field position. The

S ¼ 1 spectrum can have no more than three transitions,

and these transitions are often significantly broadened

by D-strain, to give a rather featureless spectrum. Third,

the assignment of features to the S ¼ 2 spin manifold

has relied on spectral diagrams calculated for axial

symmetry [49], which likely do not apply to most Mn(II)

proteins and model complexes. In addition, the dia-
grams predict only line positions and thus the analyses

ignore relative intensity information. Using the param-

eters of various published deconvoluted S ¼ 1 or 2

spectra, we have observed that our simulations differ

significantly from the published spectra. If the S ¼ 1

state produces broad featureless signals, the single-val-

ued deconvolution procedure could mistakenly assign

signals originating from the S ¼ 2 and 3 states to S ¼ 1
and 2 states, respectively.

Previous analyses of Mn dimer complexes have either

detected or invoked the possibility of the phenomenon

of exchange striction. This effect is observed when the

metal–metal separation increases for each of the suc-

cessive excited state spin manifolds [23,50] The occur-

rence of exchange striction invalidates the standard

exchange Hamiltonian ð�2JS1 � S2Þ used in Eq. (1). In
addition, the zero-field splitting parameters, and the

metal–metal dipolar energy may not be uniquely deter-

mined for each system spin manifold. This would justify

the use of a different set of zero-field splitting parameters

for each spin manifold which do not relate to a common

set of parameters for the individual Mn(II) sites of the

dimer. However, we have shown here for complex 1, a

single parameter set will simultaneously match all
spectra at all temperatures. Moreover, a single value of

the exchange coupling parameter J is appropriate for

modeling the temperature dependence of signals from

both the S ¼ 1 and 3 spin manifolds. Thus, if exchange

striction is present, it is not sufficiently large to be

detectable.

Our new analytic method considers the spectra aris-

ing from all spin manifolds simultaneously in simula-
tions of the experimental EPR spectra. The simulations

are determined from a single set of parameters which are

the intrinsic parameters of the individual uncoupled

manganese sites (g, A, D, and E=D), the Mn–Mn dis-

tance, and the exchange interaction. The simulation

program allows us to move beyond matching only the

line positions, to include quantitative consideration of
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the signal intensities and lineshapes. Therefore, this new
method enables determination of the species concen-

tration directly from the EPR spectra.

5.1. Broadening mechanisms of the EPR spectra

We have considered four independent broadening

mechanisms for the prediction of resonance linewidths.

The broadening effects do not occur uniformly across
the spectral features. From spectra at various tempera-

tures and frequencies, we can quantitatively determine

the contribution to the linewidth from each broadening

mechanism. This differs from previous phenomenologi-

cal lineshape models which broaden lines with a uniform

magnetic field-dependent parameter. A distribution of

the orbital energy levels of the metal atoms will, through

the spin–orbit interaction, cause a variation in the
electronic spin energies of the metal from molecule to

molecule in a sample. The origin of the distribution is

believed to be variations of the metal–ligand bond

lengths due to random solvent interactions. We char-

acterize the spread in the electronic spin energies with

Gaussian distributions in the parameters g, D, and E=D,
which is referred to as g- [51] and D-strain [46]. The

metal–ligand variations will also cause a variation in the
Mn–Mn distance in the molecules of a sample. The spin

energies also depend on the magnetic dipolar energy

between Mn(II) ions (Eq. (2)), which is a direct function

of the Mn–Mn distance. Consequently, the spin energies

of the complex will also be distributed due to the vari-

ation in the Mn–Mn distance. This distribution is re-

ferred to as r-strain, and it will broaden resonances

differently than g- and D-strain. We model r-strain with
a Gaussian distribution in the Mn–Mn distance. Finally,

at the lowest level of broadening effects are unresolved

hyperfine interactions from ligands to the manganese

which possess a nuclear spin. These hyperfine interac-

tions are treated with a Gaussian distribution in the

magnetic field at each resonance position.

At the lowest temperature, only the S ¼ 1 manifold of

complex 1 is populated. The broadening of resonances
from the DMS ¼ �1 transitions is dominated by D-
strain, whereas the DMS ¼ �2 transition is dominated

by r-strain. The DMS ¼ �1 features in Q-band (Fig. 5a)

are broad, and nearly vanish in X-band (Fig. 9a) due to

D-strain. An illustration of this strain effect is given in

Fig. 5a. The dashed line is a simulation of the S ¼ 1

manifold with the same parameter set, except without D-
strain. New peaks appear which are not resolved in the
experimental data. A similar effect is observed for the

S ¼ 2 manifold except that the sensitivity to strain is less

and the resonances sharpen. We have also considered

the effects of g-strain on the spectra. The broadening

from g-strain is highly field dependent, and thus the Q-

band data would identify g-strain if present. Our data at

two microwave frequencies could not be simultaneously
fit with g-strain, and thus this broadening mechanism
does not make a significant contribution. This result is

not surprising since the spin–orbit contributions to the

g-value for Mn(II) are small.

The S ¼ 3 manifold becomes populated at higher

temperatures and now resolved hyperfine features are

observed. The broadening of these and many of the

S ¼ 3 features is dominated by r-strain, which acts

preferentially to broaden the hyperfine lines of most
transitions. The dominate 11-line hyperfine pattern is

due to one transition, as noted in Section 4. An illus-

tration of the effect of r-strain is given in Fig. 5c. The

dashed line is a simulation of the S ¼ 3 manifold with the

same parameter set, except without r-strain. All transi-

tions now display resolved hyperfine, which is clearly not

true of the experimental data. The resolution of the hy-

perfine pattern for a particular spin manifold is not
critically dependent on the field anisotropy of the tran-

sition. For example, the DMS ¼ �2 transitions are iso-

tropic but hyperfine lines are not resolved from these

transitions of the S ¼ 1 or 2 manifolds. Moreover, the

anisotropic DMS ¼ �1 transitions (towards g ¼ 2:2 and

1.8 in Fig. 5c) do show resolved hyperfine in the absence

of r-strain. The magnitude of r-strain determined from

the simulation of the data is rr ¼ 0:09�AA. A value of rr
less than 0.09�AA results in resolved hyperfine features that

are not apparent in the data. Values greater than 0.09�AA
give unreasonably broad hyperfine lines on the resolved

signals. An independent assessment of the disorder in the

Mn–Mn distance is available from the Debye–Waller

disorder parameter of EXAFS spectroscopy. An EXAFS

study of the complex [Mn(II)2(l-3-ClPhCOO)2 (bpy)4]

(ClO4)2 found an Mn–Mn distance of 4.64�AA with a
disorder parameter of r ¼ 0:08�AA [52]. EXAFS studies of

dimeric Mn(II) centers in several proteins with carbox-

ylate bridges found a range of values, r ¼ 0:03 to 0.2�AA
[53]. These values are consistent with that derived from

EPR spectroscopy for complex 1.

At higher temperatures, the S ¼ 4 and S ¼ 5 mani-

folds become populated, but the characteristic features

from these manifolds are difficult to resolve from the
lower spin manifolds. These manifolds also display one

dominant 11-line hyperfine pattern that shifts in posi-

tion depending of the spin state. Previously, the broad-

ening of spectra and loss of resolution at higher

temperatures was attributed to a combination of tem-

perature-dependent broadening and zero-field splittings

[34]. However, here we demonstrate that loss of spectral

resolution can be attributed to overlapping of many
signals as new manifolds become populated at higher

temperature. These higher spin manifolds tend to cluster

around g ¼ 2, as shown in Figs. 5 and 9. This is a

consequence of the lower effective zero-field splitting of

the higher spin states (Eq. (6)), and energies of spin

states which are then dominated by the Zeeman term of

the spin Hamiltonian.
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At the lowest level of broadening, the width is
characterized by rB, which broadens resonances uni-

formly in magnetic field. For 1 in DMF we show

simulations with rB ¼ 1mT, however our uncertainty

in this number is fairly large; the value could be as low

as 0.7mT. This broadening we attribute to unresolved

hyperfine splitting from the six N-atoms coordinated to

the Mn(II). Under the assumption that the six 14N

atoms are equivalent, then the Gaussian distribution
from an unresolved pattern of six equivalent I ¼ 1

species will have a standard deviation of rB � 3aN
where aN is the hyperfine splitting (in mT) due to a

single 14N atom. Using rB ¼ 0:7mT, derived from

simulation, gives aN ¼ 0:23mT, or AN ¼ 6:5 MHz.

There are few literature values of 14N hyperfine con-

stants for Mn(II) complexes. ESEEM spectroscopy of

Mn(II) coordinated to the nitrogen of guanine [54] or
NCS� [55] found AN ¼ 2:3 and 2.7MHz, respectively.

The Mn–N distances for these complexes are not

known and the Mn–N ligation is very different from

that in complex 1, thus a direct comparison is not

possible. However, these values are reasonably consis-

tent with our value of 6.5MHz, and the conclusion

that the unresolved broadening is due to the N-coor-

dination of complex 1.
The resolution of hyperfine lines is lost upon use of

CH3CN as a solvent. In fact, the presence of the hy-

perfine term is still evident in the spectra even though

the lines are not resolved. The simulations of the spectra

of the perpendicular mode in acetonitrile (Fig. 6), re-

quire inclusion of the isotropic hyperfine term with

A ¼ 250 MHz. Without this term, most of the linewidths

of the features would be incorrect and result in poor
simulations of the spectra. The hyperfine lines in the

acetonitrile sample are in turn broadened by other mo-

lecular interactions which are not present for 1 in DMF.

A complete match to the experimental data at both

microwave frequencies for 1 in CH3CN requires a sig-

nificant increase in the magnetic field broadening pa-

rameter to rB ¼ 10 mT. This value is far too large to

attribute to unresolved ligand hyperfine splittings. The
origin of this broadening can be attributed to a dipolar

interaction between neighboring molecules, i.e., a

through-space magnetic intermolecular interaction. We

have calculated the magnetic field shift in the resonance

position due to a neighboring Mn2 molecule for such an

interaction. An intermolecular distance of 10�AA between

Mn2 sites is sufficient to shift resonances by 10mT,

consistent with the observed increase in rB. We suspect
this molecular aggregation can occur for 1 since this

molecule presumably has a large electric dipole moment.

Our attempts to minimize this aggregation by lowering

the sample concentration had no effect. Extended net-

works of Mn(II) dimers have been observed in which the

interdimer metal–metal distance ranges from 4.7 to

15.4�AA [56–59].
5.2. Magneto-structural correlations

The triply carboxylate bridged manganese dimer 1

has been previously characterized by X-ray crystallog-

raphy and magnetic susceptibility [39]. The crystal

structure of 1 reveals a metal–metal distance of 4.034�AA,

which is typical of l1;3-carboxylate-bridged dimers,

which range from 3.68 to 5.67�AA. The exchange constant

J ¼ �1:5� 0:3 cm�1 is in the range of values for car-
boxylate-bridged Mn(II) dimers, jJ j ¼ 0:2 to 2.6 cm�1

[36,57,58,60–62]. The diphenoxide bridged complexes

reported in the literature all have Mn–Mn distances

within a narrow range of 3.30 to 3.42�AA (not including

2). The range of exchange constants for this class is

þ1:1 > J > �1:9 cm�1 [29,56,63–65]. Complex 2 has

shortest Mn–Mn distance (3.21�AA) for this class, and an

exchange coupling determined here of J ¼ �3:2 cm�1,
which is the largest value for this class. The J -value for 2
is more negative than the range of literature complexes,

which is consistent with the nearly 0.1�AA decrease in the

Mn–Mn distance below the literature range.

As has been pointed out previously [37], various core

bridging motifs for manganese dimers can be correlated

to characteristic Mn–Mn distances. The exchange cou-

pling constant is likely a complicated function of the
metal–metal distance, which may allow for the possi-

bility of metal–metal bonding, the type and number of

the bridging ligands, and the bond angles between the

metal atoms and the bridging ligands [66]. Correlations

of J to a single structural parameter are difficult to make

for the entire range of Mn(II) dimer core bridging mo-

tifs. Similar observations have been made for iron [67]

and copper [68] dimers. In the case of Fe(III) oxo-
bridged dimers, an exponential relationship to the pa-

rameter P has been observed, where P is a measure of

the shortest exchange pathway in the dimer [67]. Our

attempts to correlate J and P for the Mn carboxylate

bridged dimers listed in the literature were unsuccessful.

However, we did observe an approximate exponential

relationship between the exchange interaction and the

Mn–Mn distance.
The use of Eq. (1), with explicit inclusion of the di-

polar coupling, allows a direct determination of the Mn–

Mn distance and the orientation of the Mn–Mn vector

relative to the D-tensor at a single manganese site. Thus,

the relationship between rMnMn and the D-tensor at the

individual metal sites is established. With this con-

straint, one would then like to determine the orientation

of this individual manganese D-tensor relative to the
molecular structure. The parameters given in Table 1

result in principal axis systems of the D-tensor which do

not lie along the molecular bonds of 1. We initially

considered that a principal axis of the D-tensor might lie

along the C3 symmetry axis of 1. For this case we would

expect to observe spectra indicative of axial symmetry.

However, the observation of strong DMS ¼ �2 transi-
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tions for S ¼ 1 indicates nonaxial symmetry. Moreover,
quantitative analysis of the spectra indicate a significant

value for E=D. We have not pursued analysis of the

spectra of solid samples of 1 due to intermolecular

broadening effects. Nevertheless, the solid spectra also

show a large DMS ¼ �2 transition. The lower symmetry

apparent in the EPR spectra is presumably due to small

distortions of the molecule which are below the resolu-

tion of the crystallographic data. This is the first such
determination for a Mn2(II) complex and detailed

structural correlations will require additional data from

crystals and other complexes, which is not within the

scope of the present paper.
6. Conclusions

We have developed a new primary method for the

analysis of EPR of Mn(II) dimer systems. The spectra

are simulated with a model which is fully quantitative

and allows determination of Mn–Mn distances, zero-

field splittings, and exchange couplings within the

Mn(II) dimers. The spectral lineshapes are also treated

quantitatively and the origin of the spectral broadening

is determined. In particular, these new advances allow
for the first time the determination of species concen-

trations directly from EPR spectra. This new approach

should prove useful in future studies of electronic and

structural properties of synthetic complexes and

proteins.
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